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A Next Generation, Software Defined, 

Globally Distributed, Multi-Domain 

Computational Science Environment

The GRP: A Platform For Global Science





AutoGOLE Open R&E Exchanges



(110+

Currently: 20+ 400 Gbps Paths Prototyping 800 Gbps Tbps





StarLight Software Defined Exchange

Source: Jim Chen





Internet2 Backbone Topology
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AP-REX 2.0 – NA-REX

Addition of partners:

● AMPATH / FIU

● CANARIE

● IU International

● MOXY

● StarLight International 

/ National 

Communications 

Networks Exchange 

Facility



International Federated Testbeds As Instruments 

for Computer Science/Network Science

• The StarLight Communications Exchange Facility 

Supports ~ 25 Network Research Testbeds (Instruments 

For Computer Science/Networking Research)

• StarLight Supports Two Software Defined Exchanges 

(SDXs), An NSF IRNC SDX & A Network Research GENI 

SDX (Global Environment for Network Innovations)

• The GENI SDX Supports National and International 

Federated Testbeds



SCinet National WAN Testbed

• As In Previous Years, iCAIR Supports SCinet In

Designing and Implementing a National WAN Testbed

• A Key Focus Is 400, 800, and 1.2 Tbps Path Services 

and Interconnections, Including Direct Connections To 

Edge Nodes, Primarily High Performance DTNs

• The SC23 National WAN Testbed Is Being Designed and 

Implemented To Support Demonstrations and 

Experiments Of Innovations Related To Data Intensive 

Science



Planned SC23 SCinet WAN Source Tom Lehman





SC23 SCinet WAN Testbed@StarLight



Example SC23 SCinet Network Research Exhibitions
• Global Research Platform (GRP)

• SDX 1.2 Tbps WAN Services

• SDX E2E 400 Gbps WAN Services

• 400 Gbps DTNs & Smart NICs

• Network Optimized Transport for Experimental Data (NOTED) – With AI/ML 

Driven WAN Network Orchestration

• SDX International Testbed Integration

• StarLight SDX for Petascale Science

• DTN-as-a-Service For Data Intensive Science

• P4 Integration With Kubernetes

• PetaTrans Services Based on NVMe-Over-Fabric

• NASA Goddard Space Flight Center HP WAN Transport Services

• Resilient Distributed Processing & Rapid Data Transfer

• PRP/NRP Demonstrations

• Open Science Grid Demonstrations

• N-DISE Named Data Networking for Data Intensive Science

• Orchestration With Packet Marking (SciTag)



Network Optimized Transport for Experimental Data (NOTED) –

AI/ML Driven WAN Network Orchestration











Resilient Disributed Processing & Rapid Data Transfer



GRP DTNaaS For Petascale Science



DTN-as-a-Service – Demonstrated At SC22





Named Data Networking (NDN) 

for Data Intensive Science Experiments (N-DISE) 

Source Edmund Yeh

SC22
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GRP Service: International P4 Experimental Networks (iP4EN)
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International P4 Testbed Showcase at SC23



RARE

KREONET

P4 SwitchA

B

DTNStarLight

Integration With GEANT P4 Testbed









SCinet “Data Tsunami”

Near 5 Tbps



StarLight: Founding Partner Of Supercomputing Asia DMC International Testbed





Quantum Communications And Networks:

Motivation

• Quantum Enables Many New Applications
– Security – e.g., Quantum Key Distribution (QKD), Highly Secure 

Information Transmission, Quantum Encryption

– Quantum Sensors

– Quantum – e.g., Precise Clocks

– New Applications Derived From Unique Properties (e.g., Superposition) 

And Novel Quantum Devices

– Communications Among Quantum Computers, e.g., To Address 

Complex Computational Science Problems Through Distributed 

Quantum Environments (iCAIR’s Quantum Research Focus)



Complexity Of Challenges Requires 

Consortia

• Northwestern University Established INQUIRE (Initiative at Northwestern 

for Quantum Information Research and Engineering), For Quantum 

Science Research

• This Initiative Participates in the Chicago Quantum Exchange and The 

Illinois Express Quantum Network, which includes the U.S. Department of 

Energy’s Argonne National Laboratory, Fermi National Accelerator 

Laboratory, Multiple Research Universities, and Several Corporations. 

• These National Laboratories, Northwestern University, Including the 

International Center for Advanced Internet Research (iCAIR), the StarLight

International/National Communications Exchange Facility Consortium, the 

Metropolitan Research and Education Network (MREN), the Illinois 

Quantum Information Science and Technology Center (IQUIST) at the 

University of Illinois at Urbana-Champaign, And Other Research Partners, 

Including Internationally, Are Collaborating On This initiative.



Emerging Chicago Quantum Exchange Testbed



Energing IEQnet Testbed Topology

Illinois Express Quantum Network





IQUIST Quantum Network Testbed: QUIUC-NET

(Hyper)Entangled Sources

Photon Detectors

Quantum Memories

Processing Nodes

Net Aps

Protocols 

Distributed Processing

Sensing Net Verification

Repeater Enhanced Quantum Links

Free Space Quantum Communications=>

UIUC

Source: Paul Kwiat, Director,

IQUIST



Demo Lead Partner - NuCrypt (1) - Distribution of 
Quantum Entanglement Through Fiber With Co-

Propagating Classical Data

(1) Spin Off From Northwestern University’s 

Center for Photonic Communications and Computing, Which Was Also 

A Partner for the OFC 2023 Demonstrations (Prem Kumar, Director)





Unique switch

.3 dB loss 



Co-Propagation

And 400 Gbps WAN

Demonstrations

OFCnet Booth

March 2023



www.startap.net/starlight
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