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Cybermedia Center, Osaka University

• Supercomputing center at Osaka University
• has a responsibility of providing a powerful high-performance computing 

environment for university researchers across Japan as a national joint-
use facility.

CMC main building IT core as data center
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OCTOPUS since 2017
Ø OCTOPUS (Osaka university Cybermedia cenTer Over-Petascale Universal Supercomputer (Dec. 2017 ~ )

p Peak Performance 1.46 PetaFlops
p DLC Hybrid Supercomputer systems

Ø Development of new computing needs（“Reclamation”）
Support for computing demands and need in medical, dental and healthcare scientific areas
Expectation of DL, ML, and AI using supercomputing systems from academic researchTHE 4th GLOBAL RESEARCH PLATFORM WORKSHOP 
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SQUID since May 2021
• Cloud-linked High Performance Computing and High Performance 

Data Analysis Supercomputer System (Supercomputer for Quest to 
Unsolved Interdisciplinary Datascience)
• Peak Performance 16.591 PFlops

CPU nodes

GPU nodes

Vector nodes

Interconnect

ONION data aggregation  Infra.

S3-compatible Parallel File System  21.2PB

S3-compatible Object Storage 500TB

1520 nodes x peak perf. 5.837 TFlops 8.871 PFLOPS

42 nodes x peak perf. 161.836 TFlops 6.797 PFLOPS

36 nodes x peak perf. 25.611 TFlops 0.922 PFLOPS
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My Current Research Motivation 
• To develop and provide a research platform where researchers and scientists 

can perform data-intensive research using our supercomputing systems (at 
the Cybermedia Center).
• because I am in charge of the administration and management of supercomputing 

systems as associate professor of the center.
• The research platform should be the environment that allows researchers and 

scientists to exchange large amount of scientific data and perform large-scale 
computation among collaborators in the world.
• I hope to provide a research platform that can improve research productivity of 

researchers who perform data intensive science using supercomputing systems.

How should we as a supercomputing center can support researchers who work on data-intensive science
in this globalized  research scene?
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First encounter 
(experience)
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History of our DTN project with Jim Chen/StarLight

• In PRAGMA, CENTRA, SEAIP, and GRP held around 2018 and 2019 (before 
COVID-19), we discussed about the possibility of research collaboration and 
Jim asked the possibility of setting up a DTN node at Osaka University.
• I guess, the trigger was for SCAsia Data Mover Challenge 2019.

• Jim shipped a DTN node to Osaka University and we connected the node to 
JGN 10G network thanks to NICT.

Intel® NUC 8 Mainstream-G mini PC with QNAP QNA-T310G1S 
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History2 of our DTN project with  Jim Chen/StarLight

• SC19 Experiment conducted between Osaka University and SC venue.

APAN

JGN

JGN
CiNet AP(Osaka-u)

Osaka-u
Cybermedia Center(CMC)

#1/0/2
(既設、v1125)

vlan3050

Untag, 10G

SINET

TransPAC/PacificWave

SEA

LA

It is highly likely that other experiment consumes  
bandwidth. So, traffic should go via SINET.

L3 via SINET to Denver

Osaka-u
Booth
(#1843)

SC19 Public 
Wi-Fi etc.

SCinet Area

APAN IP Address
？
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Result of performance measurement in SC19
- CMC to SC venue -

Memory to Memory NVMe to NVMeTHE 4th GLOBAL RESEARCH PLATFORM WORKSHOP 
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ONION: Data Aggregation 
Infrastructure in Osaka University
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Five Features in SQUID
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Vector nodes, 36 nodes
AMD EPYC ROME, 128GB, Aurora 

TSUBASA type 20A

Frontend for HPC

Frontend for HPDA

GPU nodes 42nodes
(Intel Xeon Icelake, 256GB, 

NVIDIA A100)

General-purpose CPU nodes
1520 nodes

(Intel Xeon Icelake, 256GB）

+

HPC users
large-scale simulation
parameter studies

HPDA users
Machine Learning

AI-driven HPC
HPC-driven AI
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Large-scale high-
speed

Paralell file system
20+1 PB (HDD+SSD)

Cloud (Iaas) vendors
Offloading when highly overloaded

Early deployment of new processor

Cloud nodes 
∞?

Batch processing through the 
provision of HPC-specialized 

software stack

vm
vm

vm
vm

vm
vm

vm
vm

Interactive processin through 
the provision of HPDA-

specialized software stack

Cloud (Storage) providers

ODINS

Data 
Aggregation 

Storage 500TB

Data aggregation from 
campus using ODINS 

Data sharing with oversea 
universities and institutions 

using cloud storage 

Data Aggregation Infra. 
ONION

+

vm

Secure Frontend node
Users respecting security

DeepLearning
Machine Learning

Secure Staging function 4th S2DHシンポジウム  - 2021.03.05 -

Feat. 2. Cloud-
interlinked/synergized

Feat. 1. HPC・HPDA integration

Feat. 3. Secure computing environmentSubmitted jobs are executed 
on an isolated environment.

Feat. 4. Data aggregation env.

Feat. 5. Tailor-made computing

ONION, data aggregation infrastructure
• Osaka university Next-generation Infrastructure for Open 

research and open innovatioN

• Data aggregation infrastructure that not only enables the 
sustainable handling of ”super big data” generated in Osaka 
University in a responsible manner while ensuring the 
sustainability of such data into the future but also facilitates 
utilization of research data for “co-creation between 
academia and industries” and  “international research 
collaboration”.

• introduce as PoC (Proof-of Concept) implementation in the 
procurement of SQUID on a trial basis.

(1)The primary purpose of procurement is supercomputing 
system, not for data storage.

(2) Our designed ONION might not be useful and thus not be 
used.



Overseas Research Institutions 

Cybermedia Center

Research centers
and department in campus

Archive storage

High-speed storage

Data aggregation gateway

Sensor agent

Backup agents

Cloud storage service

Web Access
Desktop Sync Cloud Tiering

Sensor Data Backup

Object and Software 
Defined Storage 

High Performance 
Parallel Storage

Overview of ONION 3 storage solutions are seamlessly combined in a synergic manner

Automatic aggregation of 
data from scientific measurement 
devices 

Automatic aggregation of 
Data from IoTsensors

Data sharing 
with overseas research institutions

Link External storage 
to ONION

Data manipulation 
through intuitive Web UI

THE 4th GLOBAL RESEARCH PLATFORM WORKSHOP 
at eScience2023



IoT sensors

https

Online Storage
NextCloud

Parallel File System
EXAScaler

Object Storage
HyperStore

Data aggregation infra.
ONION

NFS

S3

S3

S3

Web
DAV

CIFS S30compatible
cloud storage

S3

WebDav-compatible
Cloud Storage

Web
Dav

S3-compatible
Cloud storage

Scientific devices
on campus

NFS

S3

S3-compatible Storage
@ University of A

S3
SQUID user

Non-SQUID user

https

S3
S3

Internal structure of ONION
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ONION+DTN = RED ONION
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RED (Research-EnhanceD) ONION (towards Science DMZ)

100GbE

100GbE

100GbE

100GbE

100GbE

400GbE

DTN

DTN

DTN

DTN

DTN

DTNs COMPUTEs

FW

LB

Site A

Site B

Site C

Site D

Site E CMC

Closed NW
ODINS
(campus network)

SINET

We are planning to deploy DTN and high-speed
Network onto ONION, data infrastructure 
on Osaka University.

Large amount of data from scientific 
measurement facilities and devices can
be shared on campus.
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On-going work

1. Designing RED ONION from actual operation perspective

2. Performance Evaluation of DTN solutions in LAN/domestic 
network/SC2023

THE 4th GLOBAL RESEARCH PLATFORM WORKSHOP 
at eScience2023



1. Designing RED ONION from actual operation perspective
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Department A CMC

Storage for 
Staging

Backup using S3

Object Storage

S3Data transfer protocol

Aggregation storageDept. B

Storage for
Staging

Data transfer
protocolData transfer protocol

Dept. A UserID

Dept. B UserID

Principle: Simple is the best!
- User accounts are managed in each department
- RED ONION service is just for high-speed data transfer  

PFS (Lustre)

S3



1. Designing RED ONION from actual operation perspective
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Department A CMC

Storage for 
Staging

Backup using S3

Object Storage

S3Data transfer protocol

Aggregation storageDept. B

Storage for
Staging

Data transfer
protocolData transfer protocol

Dept. A UserID

Dept. B UserID

Principle: Simple is the best!
- User accounts are managed in each department
- RED ONION service is just for high-speed data transfer  

PFS (Lustre)

S3

Probably, provided GUI is something 
like…

To ? : Department B
Data transfer?

Which file?: SciData
From?: Department A

Data traffic on RED ONION always 
go through CMC and data are stored onto
aggregation storage. 

Stored on aggregation storage can be seamlessly 
stored on PFS of super computing system. 



2. Performance Evaluation of DTN solutions in LAN

• Performance of DTN is the most important. The Second 
importance is easiness in administration, operation and 
maintenance of DTN.

• In our case, university does not have operation team enough to 
manage and administer RED ONION service in addition to 
supercomputing systems. Therefore, we currently need technical 
support from IT companies for daily operation.
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We are now preparing a performance evaluation experiment of several DTN 
solutions in Osaka U LAN environment.



Several options for data transfer protocol from our 
perspective
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DTNaaS IBM Aspera Archaea

Physical/ DL layer

Network layer

Application layer

application

UI

Cloud Tiering Globus

100Gbps/200Gbps/400Gbps Ethernet

FASP HpFP

TCP/IPTuned 
TCP/IP

nuttcp/iperf3 
..

S3 
(HTTPS/HTTP)

Aspera

HCP CLI

Jupyter

GPFS

TCP/IP

Grid FTP

Globus Connect 
Server

Globus Web 
Apps

GCT

TCP/IP

FXP

myproxy,Globus
GridFTP



Planning:  performance evaluation in SC2023
• We are now working together with NICT (National Institute of 

Information and Communications Technology), Japan for 
performance evaluation / demonstration of RED ONION 
project in SC2023 Denver. 
• Before SC2023, we did pre-test it between Osaka U and NICT in 

Japan.

• For the purpose, 100Gbps network is established between 
Osaka U and NICT research booth in SC2023 and we plan to 
investigate whether our RED ONION environment is feasible 
in terms of performance and administration.
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History2 of our DTN project with  Jim Chen/StarLight

• SC19 Experiment conducted between Osaka University and SC venue.

APAN

JGN

JGN
CiNet AP(Osaka-u)

Osaka-u
Cybermedia Center(CMC)

#1/0/2
(既設、v1125)

vlan3050

Untag, 10G

SINET

TransPAC/PacificWave

SEA

LA

It is highly likely that other experiment consumes  
bandwidth. So, traffic should go via SINET.

L3 via SINET to Denver

Osaka-u
Booth
(#1843)

SC19 Public 
Wi-Fi etc.

SCinet Area

APAN IP Address
？
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We will do almost the same demonstration in SC2023 with NICT 
on 100G network between Osaka U and SC
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SC23 NICT 
Booth

DTN#
1

100GBASE-SR4

Osaka University, 
Osaka Japan

JGN

10GBASE-T

100GBASE-SR4

SW SW

JGN
SW10GBASE-T

JGN 
SW

DTN#
2



Result of performance measurement in SC19
- CMC to SC venue -

Memory to Memory NVMe to NVMeTHE 4th GLOBAL RESEARCH PLATFORM WORKSHOP 
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Hopefully, we will obtain the good result in SC2023.



Data Aggre. Infra

Computing Infra.

NII research data infra.
Research Data Cloud

Scientific devices 
on campus

100G-cl
ass

ONION network

collaborator

collaborator

Researchers on 
campus

(w3) Immediate sharing of 
measurement data and compute 
results to collaborators 

SINET

ID: http://osakaU/microscope328/
u036623k/202207-data

ID: http://osakaU/microscope328/
u036623k/202207-data

(A1) adding research data 
ID?

(w1)aggregation of scientific 
ata to ONION

(w2)HPC/HPDA ofscientific data

CMC ONION admin office?
Design and implementation of data
Administration policy

University Office
Design and implementation of research data
Administration policity
＊Reserch data(measurement data, compuing

result, papers, etc)
＊ How to use GakuNinRDM for proper data

utilization

(w4) research data registration for  
reproducibility (A1) adding research data 

ID?

(A2) Data management such as 
backup/data protection

(A3)long-term data preservation 
from hot-storage to cold-storage?

Researcherʼs data utilization
flow

Research data management 
flow

Towards research data management infrastructure at Osaka 
University (Personal view)

THE 4th GLOBAL RESEARCH PLATFORM WORKSHOP 
at eScience2023



Summary
• Cybermedia Center at Osaka University currently has been 

operating a data aggregation infrastructure named ONION.
• To facilitate scientists to move data on campus, we have 

been working on the realization of RED ONION.
• For the purpose, the performance of DTN solutions is the 

most important. Also, for stable operation and administration 
of RED ONION, the easiness is also being evaluated. 
• In SC2023, we plan to investigate the performance profile of 

DTN in a 100Gbps network between Osaka and Denver in 
addition to pre-test in a domestic network thanks to NICT, 
Japan.
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