Advanced Infrastructure for Science

Susumu Date, Ph. D
Cybermedia Center, Osaka University, Japan



Cybermedia Center, Osaka University @@

CMC main building IT core as data center

« Supercomputing center at Osaka University

« has a responsibility of providing a powerful high-performance computing
environment for university researchers across Japan as a national joint-
use facility.
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OCTOPUS since 2017 eoWe®

Cybermedia Center

Osaka University
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> Development of new computing needs (“Reclamation”)
Support for computing demands and need in medical, dental and healthcare scientific areas
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SQUID since May 2021 o &UIID ole

Supercomputer for Quest to Unsolved SQU|D */Z'T'Aﬂﬁ! Cybermedia Center

Interdisciplinary Datascience Osaka University

« Cloud-linked High Performance Computing and High Performance | CPU nodes |
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My Current Research Motivation ee®

Cybermedia Center
Osaka University

« To develop and provide a research platform where researchers and scientists
can perform data-intensive research using our supercomputing systems (at
the Cybermedia Center).

* because | am in charge of the administration and management of supercomputing
systems as associate professor of the center.

« The research platform should be the environment that allows researchers and
scientists to exchange large amount of scientific data and perform large-scale
computation among collaborators in the world.

« | hope to provide a research platform that can improve research productivity of
researchers who perform data intensive science using supercomputing systems.

How should we as a supercomputing center can support researchers who work on data-intensive science
in this globalized research scene?

THE 4th GLOBAL RESEARCH PLATFORM WORKSHOP
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First encounter
(experience)
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History of our DTN project with Jim Chen/StarLight @M@

Cybermedla Center
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« In PRAGMA, CENTRA, SEAIP, and GRP held around 2018 and 2019 (before

COVID-19), we discussed about the possibility of research collaboration and
Jim asked the possibility of setting up a DTN node at Osaka University.

« | guess, the trigger was for SCAsia Data Mover Challenge 2019.

« Jim shipped a DTN node to Osaka University and we connected the node to
JGN 10G network thanks to NICT.
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History2 of our DTN project with Jim Chen/StarLight @M@

Cybermedia Center

Osaka University

« SC19 Experiment conducted between Osaka University and SC venue.

TransPAC/PacificWave

bandwidth. So, traffic should go via SINET.
SEA

It is highly likely that other experiment consumes
APAN Router

SCinet Area

~

osaka-u
PC

“4 19 Osaka-u
'.‘ r x Booth
k Do vow. (#1843)j

JGN kot >-mx2010-t SINET

SC19 Public
Wi-Fi etc.

vlan3050

#1/0/2 Untag, 10G CiNet AP(Osaka-u)

(BEs%. v1125) 5

APAN TP Address
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Result of performance measurement in SC19
- CMC to SC venue -

Cybermedia Center

Osaka University
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Cybermedia Center
Osaka University
i n
.

ONION ONION: Data Aggregation
Infrastructure in Osaka University
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SQUID since May 2021 o &UIID ole
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Five Features in SQUID @a

eat. 2. Cloud-
interlinked/synergized

ONION, data aggregation infrastructure _—afoaded ‘E—"‘
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research and open innovatioN | Eo I Cloud (laas) vordiars:
i ) L
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sustainable handling of "super big data” generated in Osaka ' campugsgusgingODlNS E;\
5

University in a responsible manner while ensuring the

sustainability of such data into the future but also facilitates SINET
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Data using cloud storage
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Overview of ONION

3 storage solutions are seamlessly combined in a synergic manner

. .
( t% Cloud storage service
ONION L Overseas Research Institutions
Data aggregation gateway <
.
'= Link External storage
Web Access to ONION

Jesktop Syne - =1 = =
Data mampulatlo

through intuitive Web Ul

o/ S

Data sharing
with overseas research institutions

Archive storage
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Cybermedia Center devices e asemts
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Internal structure of ONIONe .

£ s e
—l rmedia Center
SQUID user Deb
= WebDav-compatible
%%“\ Cloud Storage /

versity

. S3-compatible Storage
Data aggregation i .fra\.‘ @ University of A
ONION ]
Online Storage
NextCloud Web
DAV
Scientific devices —{ S3 ' /
on camptis » NFS — CIFS " S30compatible
NFS S3 cloud storage
g Parallel File System Object Storage
& EXAScaler / HyperStore
g 3 S3 |
= ' D

1
O

LSS / / 2 == S3-compatible
- -

-y ‘d S3 ‘_—ﬂ \_#;I;/ Cloud storage
loT sensokst 4th GLOBAL REIaEtSéEéACITeCHI—égzLOAZEFORI\/I WOWPSQUD user




@@

Cybermedia Center

Osaka University

ONION+DTN = RED ONION

THE 4th GLOBAL RESEARCH PLATFORM WORKSHOP
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RED (Research-EnhanceD) ONION (towards Science DMZ)

@@

Cybermedla Center

ssssssssss

Site E CMC —
[ = i
DTNEﬁ - ..
Site A = ) ON'ON
E NG %@i 00380834} (Gaqaaas (3a0a5a0
oTn IS, 53 DRAG50a agaaa) 1qaacacad
DTNs mward) COMPUTES
100GbE %—.- - &
400GbE (
ODINS SINET
Closed (campus network)
Site B UL 100GRE We are planning to deploy DTN and high-speed
Site D Network onto ONION, data infrastructure
DTN :ﬁ 100GbE DTN ﬁ on Osaka University.
Site C

DTN IEEL

Large amount of data from scientific

measurement facilities and devices can
shared on campus.

be
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On-going work ee®

uuuuuuuuuuuuuu

1. Designing RED ONION from actual operation perspective

2. Performance Evaluation of DTN solutions in LAN/domestic
network/SC2023

THE 4th GLOBAL RESEARCH PLATFORM WORKSHOP
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1. Designing RED ONION from actual operation perspect@mg

Cybermedla Center

Dfpartment Wﬁg‘ A UserlD CMC
- (
— E E Backup using S3

Data transfer protocol L =~ =~ 33
Storage for = L
Staging O O -
: ( Data transfer | . PFS (Lustr
Data transfer protocol protocol Object Storage
Dept. B+, Aggregation storage
Principle: Simple is the best!
Storgge f@ . - User accounts are managed in each department
Staging - RED ONION service is just for high-speed data transfer

THE 4th GLOBAL RESEARCH PLATFORM WORKSHOP
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1. Designing RED ONION from actual operation perspect@mg

Cybermedia Center
saka Universit

Data traffic on RED ON/ION always
go through CMC and data are stored onto
t. A UserlD aggregation storage.

Department CMC

I
- - —

Data transfer protocol 33

Data transfer
protocol

-

(
E.E Backup using S3

rsity

PFS (Lustr

o
=
Object Storage

Probably, provided GUI is something

like:---

Which file?: SciData
From?: Department A

_A -

’ -
- Aggregation storage
-

Stored on aggregation storage can be seamlessly
stored on PFS of super computing system.

Principle: Simple is the best!
- User accounts are managed in each department
- RED ONION service is just for high-speed data transfer

THE 4th GLOBAL RESEARCH PLATFORM WORKSHOP
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2. Performance Evaluation of DTN solutions in L@'MAIO

Cybermedla Center

ssssssssss

e Performance of DTN is the most important. The Second
importance is easiness in administration, operation and

maintenance of DTN.

* In our case, university does not have operation team enough to
manage and administer RED ONION service in addition to
supercomputing systems. Therefore, we currently need technical
support from IT companies for daily operation.

We are now preparing a performance evaluation experiment of several DTN

solutions in Osaka U LAN environment.

THE 4th GLOBAL RESEARCH PLATFORM WORKSHOP
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Several options for data transfer protocol from o@4{/|/@)
p e r S p e Ctl\/ e guykgjc"ewrer’glwedia Center

DTNaa$S IBM Aspera Archaea Cloud Tiering Globus GCT

Ul Jupyter

application

Globus Web

Apps

Globus Connect myproxy,Globus

Aspera

nuttcp/iperf3

Application layer

S3 .
FASP HPFP
Tuned
Network layer TCP/IP TCP/IP TCP/IP TCP/IP

Physical/ DL layer 100Gbps/200Gbps/400Gbps Ethernet
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. o -OW®
Planning: performance evaluation in SCZOACIWK)

« We are now working together with NICT (National Institute of
Information and Communications Technology), Japan for
performance evaluation / demonstration of RED ONION
project in SC2023 Denver.

« Before SC2023, we did pre-test it between Osaka U and NICT in
Japan.

e For the purpose, 100Gbps network is established between
Osaka U and NICT research booth in SC2023 and we plan to
investigate whether our RED ONION environment is feasible
in terms of performance and administration.

THE 4th GLOBAL RESEARCH PLATFORM WORKSHOP
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SC23 Network Research Exhibition: Demonstration Preliminary Abstract

[Performance Evaluation of DTNs Towards Research-

EnhanceD ONION (RED ONION)]

Susumu DATE, Cybermedia Center, Osaka University, date@cmc.osaka-u.ac.jp

Abstract

The Cybermedia Center (CMC) is a supercomputing center in
high-performance computing environment for Japanese
researchers in both academia and industries. From the
perspectives of the rising demand on high performance data
analysis characterized Al (artificial intelligence), ML (machine
learning) and DL (deep learning) and the necessity of research
reproducibility, the CMC has been working on data
aggregation infrastructure named ONION (Osaka university
Next-generation Infrastructure for Open research and open
innovatioN) in campus, so that researchers can perform HPC
and HPDA immediately after obtaining scientific data from
scientific measurement devices and research data including
computation results are managed in a proper way. In the
future vision, we are exploring the development of RED
ONION, which allows research institutions and departments

networks. For the purpose, we are planning to use this SC2023
demonstration opportunity to learn the performance
characteristics of candidate DTN technologies over a wide-
area network between US and Japan for our RED ONION
concept.

Goals

Also, we need 100Gbps network between Osaka
University and NICT booth in SC2023. We would like to
have a L2 connection between them. Also, it would be
greatly helpful if we can use the network even in a time-
shared manner. This is because we plan to have direct
connection from the CMC to each department or research
we would like to verify the performance of DTNs on a
wide-area network because we personally would like to
apply this data transfer solution to the network with our
partner universities.

Involved Parties

[List of other institutions, researchers and entities involved
in the planning and execution of this demonstration. This
should include names and contact information]

e Susumu Date, Osaka University, date@cmc.osaka-
u.ac.jp

e Kenji Ohira, Osaka University, ohira@cmc.cosaka-
u.ac.jp

e Kodai Fukuda, Osaka University,
fukuda.kodai@ais.cmc.osaka-u.ac.jp

e Hideyuki Tanushi, Osaka University, h-
tanushi.cmci osaka-u.ac.}ilp

| AC 41N GLUDAL RESCEARUA FLA T FURIVIE VWURKASHU
at eScience2023

@@

Cybermedia Center

Osaka University



History2 of our DTN project with Jim Chen/StarLight @M@

Cybermedia Center

Osaka University

« SC19 Experiment conducted between Osaka University and SC venue.

TransPAC/PacificWave It is highly likely that other experiment consumes
APAN Router / bandwidth. So, traffic should go via SINET.

SLA

We will do almost the same demonstration in SC2023 with NICT
between Osaka U and SC

JGN handai-mx240-1 N

#1/0/2 Untag, 10G CiNet AP(Osaka-u)
(BEs%. v1125) 5

APAN TP Address
Osaka-y, THE 4th GLOBAL RESEARCH PLATFORM WORKSHOP
Server Cybermedia Center(CMC) atescience?023
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Cybermedia Center
Osaka University

SC23 NICT JGN Osaka University,

Booth Osaka Japan
100GBASE-SR4
100GBASE-SR4

10GBASE- 10GBASE-T
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Result of performance measurement in SC19 O O
- CMC tO SC Venue - Cybermedia Center

Osaka University

Network (NUMA 0) Network (NUMA 0)

Hopefully, we will obtain the good result in SC2023.

Memory to Memory  1he 4th cLosaL RESEARCH PLATFORM worksHOMNVMe to NVMe
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N , Towards research data management infrastructure at Osaka

Scientific devices
4 University (Personal view)

on campus
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> <
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Computing Infra.
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backup/data protection
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Univ@gity Office
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Summary eW®

uuuuuuuuuuuuuu

 Cybermedia Center at Osaka University currently has been
operating a data aggregation infrastructure named ONION.

« To facilitate scientists to move data on campus, we have
been working on the realization of RED ONION.

« For the purpose, the performance of DTN solutions is the
most important. Also, for stable operation and administration
of RED ONION, the easiness is also being evaluated.

« In SC2023, we plan to investigate the performance profile of
DTN in a 100Gbps network between Osaka and Denver in
addition to pre-test in a domestic network thanks to NICT,
Japan.



