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Overview of the project

[1] Overview & Background



L Asi@Connect Project

Overview of APRP Project
— Title : Building a high bandwidth distributed HPC
— Work Package : WP4
— Participants : Korea, Australia, Malaysia, Pakistan
— Duration : 1st April 2022 - 31st July 2023
— Budget : 150K Euro
— Lead & Co-applicant:

« Jeonghoon Moon : Korea Institute of Science and Information
Technology(KISTI)/KR

« Andrew Howard: National Computational Infrastructure(NCl)/AU

« Mohammad Asif Khan : Perdana University/MY

« Nor Asilah Wati Abdul Hamid : University Putra Malaysia(UPM)/MY
« Syed Asif Raza Shah : Sukkur IBA University(SIBAU)/PK

...’{'

P
r Conn_ec’r TEIN CC

COOPERATION CENTER Rt

European Union



Project Background
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Increasing big data &> Required high throughput/capacity network - Big data super highway
Lack of IT infrastructure > Computing resources = Distributed/Shared HPC
Linked ScienceDMZs : Research Platform + Kubernetes = High bandwidth distributed HPC

Pacific Research Platform
PNWGP
Secattie )
Ci
o] 100 Year Simul

Pacific Wave CalREN HPR

Example1: Using distributed computing resources
over US NSF funded PRP and Computing for analysis

of CO2 sequestration

Example2: Using distributed computing resources and
LSTM data over Korea government project for climate
analysis by KRP

PRP->NRP->GRP->APRP->Asi@Connect project

2



Activities of the Project

[1] Activity 1
[2] Activity 2
[3] Activity 3
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Architecture of a High Bandwidth Distributed HPC 4
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« ScienceDMZ-based high bandwidth networking architecture (participating countries via TEIN)
* Interconnect available computing recourses in a distributed environment
* Resource of computing servers will be managed by container cloud technology

GcienceDMZ Based PIatfornD

PRP/ ESN ET f
/ Providin
\ g
[ KOREA Dlltdbuhd

Computin HPC

ISTI/KREON ET

ll
' on

\>,,,,_ * CPU/GPU/Storage - =
o ID-ferderation/Cross-trust ===

A High
Bandwidth
Distributed HPC

Distributed
Computing

ScienceDMZ Distributed
(Big Data Transfer) Storage

<ScienceDMZ Based P!atfornD

/ Malaysia \

Perdana Univ./
\ UPM/MYREN |

/

Blomfo%ancs

-
[ Usecase
SHA «
Usi ng Distributed .
HPC Computing

* CPU/GPU/Storage

/ Paklstan N
[ Sukkur Univ./

\ PERN

* ID-ferderation/Cross-trust \

/ * 10G ~ 100G Network Distributed ® 1G ~ 10G Network
AUSTRALb i Storage . - . S AIUScience
| NCY/AARNET Big Data Super Highway secse
/ (APAN/TEIN)
User Case 1 User Case 2
,fv' S
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Bioinformatics
Deep
E"h'““d Learning / Big Data Big Data Analysis/ Archiving /
Algorithm Machine Transfer Transf Computing Sharing

Learning
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LB Building Strategy

« Activity1: Building a big data super-highway based on TEIN
— KREONET(KR), AARNet(AU), MYREN(MY), PERN(PK)
— Deploy ScienceDMZ/DTN
— Big data transfer via ScienceDMZs

« Activity2: Building a distributed HPC platform
— Research Platform by Kubernetes based on container
— CPU/GPU/Memory and Storage

« Activity3: Presenting pilot use cases
— Bio-Science (MY)
— Al-Science (PK)



Activity 1

Activity1: Building a big data super-highway based on TEIN
— Interconnecting participant NRENs via TEIN (KROENET, AARnet, MYRen, PERN)

— Installing DTN at each participant institutes (ScienceDMZ)

— Measuring the ScienceDMZ using a monitoring system (PerfSONAR)

= Big data
=’Q transfer

=0
-
-
-—

Distributed
storage

Big data
transfer

Distributed
Computing

storage

Distributed

[ .
bad
e
¢

COOPERATION CENTER

Science DMZ
over TEIN
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Distributed Distributed
S I ore J < sia big data super highway > 3 wataysia

m Computmg ﬁ




XTI Detail of Activity 1 — 1 Interconnecting participant NF

« Activity1: Building a big data super-highway based on TEIN
— Interconnecting participant NRENs via TEIN

— Installing and adding local DTNs
— Complete setup PerfSONAR

v & gy
ENS Via | E|

! iR

c
"
AF
PK NP
| (—OF BT
/4
—~IN — o BD MM
L
° ° -
( VN
KH
TH —
MY

Selected TEIN’s Optimal
Routing Path for Participants

100 Gpbs 100 Gpbs South 100 Gpbs S oras
HongKong L Korea KREONet

Network BD
PK-SG : 2.5Gpbs, AU-SG : 100Gbps
MY-SG : 10Gbps, SG-KR :100Gbps

AU

NZ

= Dashboards  H Reports O Settings

Last page refr
APRP Measurements Dashboard
APRP Measurements - Example Loss Tests - Loss
[ Loss rate is <= 0.001% Lossrate is >0.001% [l Loss rate is >= 0.1% [l Unabie to find test data [l Check has not run yet
44 Found a total of 7 problems involving 6 hosts in the grid
521546 250.172.1 (Packet Loss)
5 - .
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N SN EEE Em
wstTest2032501721 I EBE BN
Kstest203250122 B B ER
KistiTes203.250.172.3 [ EE =) ]
‘ENEEEE =N
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EEEEEEEN
=
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NREN topology & Bandwidth

PerfSONAR
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« Installing and adding local DTN

Detail of Activity 1 — 2 Installing and adding Iocal...'_'
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— Configuration each DTNs base on the local network topologies

— Re-locate DTNs and network paths

ScienceDMZ
NCI Australia

DTN Server2:
203.253.235.78

DTN Server:
130.56.246.131

DTN Server:
121.52.154.6

DTN Server1:
203.253.235.79

ScienceDMZ
SIBAU Pakistan

ScienceDMZ
UPM Malaysia

MADDash Node:
134.75.115.137

TEIN’s Optimal Routing Path

m

K8S Master Node Server: Ceph Storage Node:
210.119.122.231 134.75.117.11

119.40.117.136

DTN Server1

MADDash Node:
134.75.115.137

Ceph Storage
Node

DTN Server1 DTN Server2

The previous end-to-end network topology of
temporary DTN servers

The updated end-to-end network topology of DTN
servers at participating countries

11




LB Detail of Activity 1 — 3 Measuring the ScienceDMZ

* Measuring the ScienceDMZ using a monitoring system
— PerfSONAR - Measurement of Network performance and status
— Docker-based perfSONAR install and adding a MaDDash

s

Docker based PerfSONAR at KISTI
APRP Measurements - Example Traceroute Tests - Path Count e -

M Paths = 1 packets Paths > 1 Paths > 2 Unable o find test data Check has not run yet

! Found atotal of 5 problems involving 4 hosts in the grid

Docker based PerfSONAR at Australia

g N N T l Parkistan121.52.154.6 10 KistiDTN203.263.235.79 (Traceroute Path Count

Vo -t et 1) ‘ ot (v

Docker based PerfSONAR at Pakistan

KistiDTN203.253.235.79 B BEEEEE :‘
KistiTest203.250.172.1 B2 EEB e < Docker based PerfSONAR at Malaysia
KistiTest203.250.172.2 =R = BE oo FORY

£

KistiTest203.250.172.3 111 B ‘;.:,"‘

KistiTest203.250.1724 BB BB A

MaDDash Dashboard: Example of Traceroute Docker-based PgrfSO[\IAR te;t—ppints running
Tests among DTN servers at participating institutions

12



S
KiSTi

Activity 2

Activity 2: Building a distributed HPC platform

— Building a platform to manage CPU/GPU computing resources, including storage by Kubernetes

— Building block-chain based ID federation
— Building an easy user interface

- 219 S HY
FROJE] ey SA7 1R KISTI

KiSTi

Computing RT—
— SE) st vee rrarster JUANSES aigveve rramser |
e
- — Malaysia DTN

L= — —
St </> </>
orage
-
_'-.:GJ: S2) g oata transter JIANSEY oig pata ranster
e
- - - - -

N

PLATFORM

PRP

s  Perdana

AAAAAAAAA

\

Blockchain - based ID Federation

@ System Manage
) User Authentication

]

"
1B/

Sukkur
Univ.

PERDANA
UNIVERSITY

Univ.




T

Detail of Activity 2-1 Building a pnlauffgi;m to man 2

« Building a platform to manage CPU/GPU computing resources, including storage
— Building a platform to manage CPU/GPU computing resources, including storage by Kubernetes
— Kubernetes servers specification
— Using open source

FQ 208 18

“J/I9ry.

S -
J:\Pit/e f @ python
P ? S
v @ e

Oren MPL TensorFlow Kubeflow

O
PyTorch

Distributed Computing

. k8s Node k8s Node k8s Node
re=d
| vevom |IREIIBE RIS
[=0] [=9] [=°] [=9 &
- Pod - Manage &

SOftWa re dOCker Prometheus

Storage
Mange

Aot Monitoring Mange

( N\ ; )
w GitLab Ceph
Storage

At RS —_— Module
I : | Private Image I Globus Online
" i Module

Using Opensource on Platform

Server CPU Mem Storage Network
Role ory

Master No GPU  Intel(R) Xeon(R) Gold 622 DDR42  HDD 480GB 1GB
Node 6R CPU @ 290GHz 51GB

poy | Private Image

1
1
!
j TN ______
]
- e S S etes
1

a|npow uigoT
ERETENICEN

2 supyterhubimage | £ Sl A Computing 32-Core Processor
==
—_——/ -
/N User Pakistan NVIDIA AMD EPYC 7502 DDR4 SSD 960GB 1GB
— Monitoring Module Node A0 1G 32-Core Processor 188GB  NVMe 960GB
Ui[Q = . Monitoring m <Visu.';\lize 9 i . PU
il < wepur - 4 C < S5 Etor i
—— | e VEETEEE NVDA  AMDEPYC 7502 DDR4  SSD9OGB  1GB
—— Grafana Prometheus
Node A0 1G 32-Core Processor 188GB  NVMe 960GB
PU
Asia-Connect Platform Architecture ST NoGPU  AMD EPYC 7402 DDR4  HDDS58TB 100GB
Node 24-Core Processor 183GB

Kubernetes Servers Specification

14
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Detail of Activity 2-1 Building a platform to manage uwﬁ';’ﬁ?ﬁ

Opening ceremony MoU Built Platform at UPM




ST

Detail of Activity 2 — 2 User management base on Bock_-C i

[ Issuer ] [ Verifier ]

7

\

Korea

KISTI/KREONET

N\

J

@ |
@6

| Verifier |

l Verifier I

USA
PRP/ESNET

DID

BLOCK CHAIN
TECHNOLOGY

| Verifier I

Australia
NCI/ARNET

\

J

I Verifier I

Malaysia

Pakistan

Perdana Univ./MYREN] [ Sukkur Univ./PERN ]

@6

Asi@Connect Platform Block chin Diagram

Indy-sdk
[DID info]

Vs code

Post
] R [ [Login page]

/’@\\ Return
[ User }

A simple process

Login

Function

open_wallet

get_did_info

run

compare_did_ info

route '/’

Description

Call the walletopen wallet function provided by the Indy SDK to open the wallet.
If the wallet doesn't exist, create it and open it.

Call the Indy SDK's didlist my dids with meta function to retrieve information
about the users Distributed Identifier (DID) from the wallet The user's DID
information is retumed in JSON format.

it runs the open wallet and get did info functions. It also opens the wallet,
retrieves the DID information, and stores it in the global variable did._ info.

Compares the DID and verkey information entered by the user with the DID
information stored in did_info. Retums True if the entered DID and verkey exist in
did_info.

Provide a login form on a web page that requires the user to enter their DID
and Verkey: When the user tries to log in after entering the DID information, the /
route is called with the POST method. This calls the compare_did info function
with the users DID and Verkey as arguments and tries to authenticate.
Depending on the resutt of the compare_did_info function, the user is connected
to the Naver homepage if the authentication is successful, or redirected to the
Google homepage ff it fails.

Table Core functions in webpage code 16
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Detail of Activity 2-3 Easy user interface e

1. Source Code development for Al
model<’

2. Create image importing the
source code<

3. Distributed Computing Yaml file
generation and implementation<’

4. Check the Distributed
Computing result<

5. Next job send a yaml file to
Kubelet<

© Nose resousce total vaage
[ T m— et cceacuney [RPr— © tous e asce

Boara -

@ rene

& Node Lacation Werkd Map by Organization

Check the resources

—

I

219 S HY
FROJE] ey SA7 1R KISTI

How need resources?
GPU ﬂ LN
CPU ” H Core

ooy I e

Select your image or generation

image’
image?2
Generation

Attach the source code

Status of the selected pod

17
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Activity 3 "

« Activity 3: Presenting pilot application use-cases
— Bioinformatics-based Science use-cases
— Al-based Science use-cases

3 .s\
Y

2
A4 i

ﬂ Bioinfofimatics

‘ :

Enh d Lea h
n .lllce l’nin‘ , Big data Bi‘ data Analysis Arc ivi"g I
L) Machine transfer Computin Sharin
Algorlthm i transfer }:4 g

[Research@Perdana|Univ:] [COVID-19]

The most Lethal Viruses

v o

[Distributed HPC] [Big Data] [Distributed HPC] [Data Tsunami of Bio]
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Detail of Activity 3 — Case Studies of Al and Bio Scien

« Activity 3: Presenting pilot application use-cases

— Bio-Science use-cases by Asif Khan(Perdana Univ. Malaysia and Turkey)
« Multiple sequence alignment (MSA) of large number of sequences on HPC
» Applying distributed HPC in Drug Discovery and Molecular Simulation

— Al-Science use-cases by Asif Raza (Sukkur-IBA Univ. Pakistan)
« Multiple object tracking for aerial view images

 Distributed training(MNIST)/Support Vector Machine (SVM algorlthm.
» Running Distributed MPI job

Molecular Simulation: Binding Residues & Characterlstlcs
for 47- PHE 19 ILE, 98 ARG 140-PHE, 23-ILE, 22-VAL

"L'“""“ o 3‘“' ‘“-' T ey e e U e e e

™ sequénces, with 1.5 B RAM 100 CVPUs 1 thr byv 'RefAIigne

S

(‘O Sukkur ITIo o
e @ e PERDANA
IB nonoano A mmﬁim aoonoon UNIVERSITY
University BEZMI AL EM SCHOOL of

VAKIF UNIVERSITESI DATA SCIENCES Tl-jBiTAK




KiSTH Detail of Activity 3 — Examples of Al-Science 5

Distributed MNIST (Modified National
Institute of Standards and Technology
database)

P kist@asia-kBsmaster/home/kist/asit tensorfiow-kubeflow-example Distributed Training Started on Worker Nodes

| B stk

I::l One Parameter Server (PS)

[:l Experimenting with 2xCPUs per Worker

Configuration of YAML file in which we configured one

Parameter Server (PS) and Two Worker node. However,

worker nodes will use the 2xCPUs to train the model in
distributed way.

2 istasia-ksmaster ome/kisi/asiffensorfiow-kubeflow-exampe Distributed Training

Complete

d

Execution of distributed training on worker nodes created as
pods by using Kubeflow’s TensorFlow operator. Once distributed
training completed then it shows the status as Completed

P isiauis dmaster homenistastensorton wbeoR@SU tS after Completion of Distributed Training >

)
)
)
)
19992)
)
)
)
)

(
(
e (global step: 19994
(
(
(

) thal Excution time by using CPUs
ow=exampls oi1 | 1630.

Results of distributed training of Dist-MNIST example. The total
elapsed time of distributed training is 123.29 seconds by using

2xCPUs on per worker.

T
il



st Detail of Activity 3 — Examples of Al-Science cont. 5

I:l One Parameter Server (PS)

|:| Experimenting with 1xGPU per Worker

Same configuration of YAML file that we use above, but the
worker nodes are configured with the 1xGPU to train the model

in distributed way.

(
(globa
(
(

)
)
)
)
)
192)
)
)
)
)
)
)

(

(

(

(gl
(glok
(

(

_ Total Excution time by using GPUs

Results of total elapsed time of distributed training which is 42.01
seconds. We can see that it clearly reduced the total training time
because here we are using 1xGPU on per worker.

T

F

ol



LB Detail of Activity 3 — Examples of Bio-Science #1 :
Multiple sequence alignment (MSA) of large

number of sequences on HPC: a case study of

SARS-CoV-2 Envelope Protein

@ NCBI Virus

Quick Actess to SARS-CoV-2 Datal
[~}
INCBI VITUS i3 comearity perta e viea saciosace deta fromm RefSeg GesBask 3ad ethee NGB repesitories Ts fied,
, Search by sequence | Search by virus
*6 Q U s sarme ot i il
ry ruescide and prtein segareces
NCBI Visual Data Dashboard

18,681 54,056,172 12,600,216 680,750 2,998,341

NCBI”\/irus database

Explore Virus Data | sewniesd

© New! Bangomited subsets in Downinads

Nuclestide (3,626,253) Protein (1,626,233 Refseq Gemome (1)

recrrsion Organm Name 2 Sebmittens Bebease Date ¢ Isalate Species Longth & Protein Geo Location

Filtering options to get SARS-CoV-2 Envelope protein

i

MUSCLE v3.8.1551 by Robert C. Edgar

http://www.driveS.com/muscle
This software is donated to the public domain.
Please cite: Edgar, R.C. Nucleic Acids Res 32(5), 1792-97.

Basic usage
muscle -in <inputfile> -out <outputfile>
Common options (for a complete list please see the User Guide):

-in <inputfile> Input file in FASTA format (default stdin)

-out <outputfile> Output alignment in FASTA format (default stdout)
-diags Find diagonals (faster for similar sequences)
-maxiters <n> Maximum number of iterations (integer, default 16)
-maxhours <h> Maximum time to iterate in hours (default no limit)
~-html Write output in HTML format (default FASTA)

-msf Write output in GCG MSF format (default FASTA)
-clw Write output in CLUSTALW format (default FASTA)
-clwstrict As -clw, with 'CLUSTAL W (1.81)' header

-log[a] <logfile> Log to file (append if -loga, overwrite if -log)
-quiet Do not write progress messages to stderr

-version Display version information and exit

Without refinement (very fast, avg accuracy similar to T-Coffee): -maxiters 2

Fastest possible (amino acids): -maxiters 1 -diags -sv -distancel kbit2e_3
Fastest possible (nucleotides): -maxiters 1 -diags

MUSCLE v3.8.1551 by Robert C. Edgar

http://www.drive5.com/muscle
This software is donated to the public domain.
Please cite: Edgar, R.C. Nucleic Acids Res 32(5), 1792-97.

*** WARNING *** Assuming Amino (see -seqtype option), invalid letters found: J
sequences 3626233 seqs, lengths min 1, max 76, avg 74

Basic usage of MUSCLE algorithm for MSA.

il
! Al |
1

i

| il
ll’

o il |

‘sars_envelope” file using AliView
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Applying distributed High-Performance Computing in Drug

Discovery and Molecular Simulation

[ w08~ | [ comactin |

( Biological Assembly 1 @
o
»

o

EM Map EMI

© 30 View

Global Symmetry: Asymmesric - C1 @
Global Stoichiometry. Hete et - A1B1C1 @

Selecting organisms from the ZINC database and
downloading data

1
2
3
4
5
6
7
8
9

Autodock Vina arguments

| affinity | dist from best mode

| (kcal/mol) | rmsd 1.b.| rmsd u.b.
+ +

..... T e e e e e T e s

Vina results for Nora and
bacteria-fda_ligand_001

Detail of Activity 3 — Examples of Bio-Science #2 san LIS

T Cantr o Btarmatics

Usage of Dogsitescorer
to find binding pockets

g hAd A0 (704 st 4160 R

s m a5 e 9 -u A a-0-

Dogsitescorer results of the P1



Other Achievement

« Conference, Workshop & Publications
—  Workshop: 1st Dec 2022@UPM
— Conference: 2nd June 2023@UPM)
— 2 Publications in Interanational Journals

*  User Tutorial
— 2" June 2023@UPM, Target for several application areas

« Manager Tutorial
3 June 2023@UPM, Construction & Operation
— of Platform, Management issues

« Training Network & System engineering : | —— —
- 2 for MY, 2 for PK = i . ‘ N7 Ei_:!':,(’.;I_'.:}'.-‘!' Temce (uicomse

*  Education Video Clips

. . 3 ; ; { ‘v- B ;:' Y = o ‘B .
— How to use platform for application R el B\ GH BANDWIDTH DISTRI.BUTED'HA
b DeP|Oy for UniverSity CIaSS )i 41 L ) s IINSTITUTE FOR rﬂ;:a:::ﬁgﬂbngsmd (INSPEM), n
. h | , - ) ..+ UNIVERSITI PUTRA MALAYSIA (UPM) & "0 & &,
- Su kkUF—|BA unlver5|ty 2 > - ey §  KOREA INSTITUTE OF SCIENCE AND TECHNOLOGY INFORMATION (KISTI)

SPONSORED BY; —
ASI@CONNECT PROJECT / TEIN*CC

« 2 APAN APRP WG Session
— APAN 54th & 55th

’Q‘%mpm ‘Kfﬂ] et vy e TEIN'CG [ sisconec

Certificate of Appreciation

21-22‘.,JAJ§E2023
— High bandwidth distributed Platform technical document s e

* Technical report

ll:l“;l'll":\‘(‘.ll
e AL - FARABI SEMINAR ROOM,
INTERNATIONAL CONFERENCE FOR

HIGH BANDWIDTH DISTRIBUTED HPC INSTITUTE FOR MATHEMATICAL RESEARCH,
w2 e 2020 ! UNIVERSITI PUTRA MALAYSIA

Tol: 2603-9769 6804 / 6878 (Mrs. Zurita lsmail)
Email : inspem_LsbIb@upm.edu.my

« R&E Collaborations
— 1 MoU with UPM at MY

= =
— New partners for 3™ party research areas . . S—————
. Al — Ghulam Mu'taba A_GAJCDUI‘,U‘II . l_N.NbY:,A,"I’l.O'.‘ * LIFE :
J B:ij:v' i ERBAK [ s ey

*  Molecular simulation — Tejo Bimo
« Avian Infection diseases — Mat Isa Nurfiza



APAN & APRP WG

[1] APAN 56t Meeting
[2] APRP WG



APAN APRP(Asia-Pacific Research Platform) WG

Since 2018 APRP WG initiated at APAN 45t 2018 in Singapore
APRP — Asia Pacific Research Platform Working Group
APAN meeting held 2 times in a year

Objectives
The goal is to share 'xRP’ experience with the members and to propose the establishment
of an APRP which will be part of the GRP (Global Research Platform).
- Promote HPC ecosystem in the Asia-Pacific.
- Engage APAN members and ASEAN countries
- Towards the setting up an Asia Pacific Research Platform (APRP) and become a part of
a Global Research Platform

Target
Academia and Industry

Executive member A P A N
Chair : Jeonghoon Moon, KISTI, Korea
Co-Chair : Andrew Howard, NCI, Australia \ )

Secretary : Asif Khan, Perdana Univ. Malaysia

Asi@Connect 5th Call project by TEIN*CC
Title : A High bandwidth distributed HPC (15t April 2022 — 315t July 2023)



APAN 56t Meeting & APRP WG session

- APAN 56 APRP Meeting
- Held at Colombo in Sri Lanka(21st to 25th 2023)

- APRP WG: 2 Sessions (23" Aug, 2023)
- Infrastructure/Technology & Applications
- 2 sessions and 14 Presentations
from 8 countries
- Around 40 attendees (on/off-line)

- Title is “Al and HPC: Better Together”

Session 1

Session1. Infra/Technical part (Chair, Jeonghoon Moon)

1

0900-0905

0905-0915

0915-0930
Remote

0930-0945
Remote

0945-1000
Remote

1000-1015

1015-1030
Remote

1030-1040

Jeonghoon Moon - Introduction APRP WG in APAN (KISTI/Korea)

Jeonghoon Moon - Building a high bandwidth distributed HPC
(KISTI/Korea)

Kihyeon Kim - Asia-Pacific Research Platform update (KISTI/Korea)

Asif Raza - Al Science user cases and achievements using distributed
HPC platform (Sukur-IBA Univ./Pakistan & FermiLab in US)

Asif Khan - Update of HPC for Bio-Science: ViVA platform for viral
informatics (Perdana Univ./Malaysia)

Vincenzo Capone - The LHCONE multidomain service, a global
infrastructure to support High Energy Physics (GEANT/EU)

Mat Isa Nurulfiza - Data driven in the fight against avian infectious
diseases (UPM/Malaysia)

Susumu Date - Update of RED ONION using DTN solution in Osaka Univ.
(Osaka Univ./Japan)

1100-1115

1115-1130
Remote

1130-1145
Remote

1145-1200

1200-1215
Remote

1215-1230

K719 FLE WY

 CHOJE] BE0Y BAIIB KISTI

Andrew Howard - NCI Research Platform and country update
(NCI/Australia)

Kiwook Kim - Update of ScienceloT and Wireless Transmission
Scientific data (KISTI/Korea)

Nor Asilah - Distributed HPC at My and country update
(UPM/Malaysia)

Saranjeet Kaur Bhogal - Navigating the Research Software
Engineering Community Landscape in Asia (Research Software)
Alliance)

Bimo Tejo - Role of Molecular dynamics in drug discovery
(UPM/Malaysia)

Alex Moura/Jysoo Lee - KAUST & Saudi Arabia update
(KAUST/Saudi Arabia)



Two Objectives of Wireless Network

1) 60GHz Wireless : Inter-building Fixed Wireless Backbone

— Builds wireless links b/w buildings, as a part of the backbone network

Building A Building B
oz ]
SR —
CE—=—— v =L
Server S| SOGHz SOGHz SDN Server
Wireless Wireless Sw

Device Device

60GHz : high data rate, narrow beam width, low penetrability
=> Suitable for fixed, high-speed wireless backbone in LoS environments

2) Wi-Fi(2.4GHz / 5GHz) Wireless : In/Outdoor Wireless Access

— Connects user equipments to network for test and demonstration

» Al Science Use Cases Using

RI191 VS WO
EHOJE] ‘gaby B2 IR KISTI

« 60GHz Wireless Communication based Inter-building

Backbone Network(Kiwook Kim)

Utilization of Platform for Al Research & Education

*Resemh on Advanced ML/DL Algorithms
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Distributed HPC @
& "Teachmg of Courses (AIIMI./DI.)@ l
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Distributed HPC Platform(Asif Raza) o e S * am;we

Asia Pacific
* CAE-1

* A 10-year collaboration starting in 2019 to connect Europe and Asia-Pacific at 100
Gbps between London and Singapore

ctant) MR @R, e “ Qaaret  stagflrek

* Asia-Pacific Europe Ring (AER)

* A collaboration of ten R&E
networks and institutions to
provide mutual back-up between
Europe and Asia-Pacific across
diverse links.

User Case 1 User Case 2
oot Loarming / wsoue -
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 The LHCONE Multidomain Service (Enzo Capone)




KISTH Summary of Sessions cont.

: INTERNATIONAL CONFEQE@
HIGH BANDWIDTH DISTRIBUTE

JOINTLY ORGANISED BY:
INSTITUTE FOR MATHEMATICAL RESEARCH (INSPEM), UNIV[RSITI PUTRA MALAYS!A
[ KOREA INSTITUTE OF SCIENCE AND TECHNOLOGY INFORMATION (KISTI)
405 SPONSORED BY: J— A
ASI@CONNECT PROJECT / TEIN*CC

R

—— >0,
DATE: 21- 22 JUNE 2023 = e
\IENUE AL - FARABI SEMINAR ROOM, INSTITUTE FOR MATHEMATICAL RESE“RCH. . e
UNIVERSITI PUTRA MALAYSIA

Assoc. Prof. Dr. Nor Asilah Wati Abdul Hamid, Al based Research Platform Architecture

Chairperson, International Conference for High Bandwidth Distributed HPC
Acting Director, Institute for Mathematical Research (INSPEM), UPM.

« Construction of Asi@connect Project Asia Pacific
Research Platform (Kihyeon Kim)

Detail of Activity 1 - 3 Measuring the ScienceDMZ

Measuring the ScienceDMZ using a monitoring system
— PerfSONAR - Measurement of Network performance and status
— Docker-based perfSONAR install and adding a MaDDash

eI A —— “Monitorir
lasds L <~wesor— e Ceph Storage Metrics
N : /

bernetes Resoup

APRP M ts - Example Trace Tests - Path Count Grafansi

4, Found 2 total of 5 oroblems Ivvohing 4 hosts in the oid

« Asi@Connect project: Building a high bandwidth
distributed HPC (Jeonghoon Moon)

MaDDash Dashboard: Example of Traceroute Docker-based PerfSONAR test-points running
Tests among DTN servers at participating institutions

2
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Future plan & Conclusion
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LB Future plan & Conclusion

« Benefits to TEIN and its Community
— Networking/computing infrastructure over 4 NRENs based on TEIN
— Promoting Asian research/education by utilizing TEIN-based distributed HPC resources
— Several outcomes will be derived

» Visibility
— Promote technical and academic achievement
— Communicate innovation and practicality achievement

« Sustainability of the Activity/Program
— Using APAN APRP WG for managing and operating
— Expanding the use cases in Asia & Additional collaboration with Asian countries
— Motivating further collaborations via TEIN

« Extension for 3rd party research areas
— Smart Agriculture
— Environmental research on climate change
— Cloud computing & Wireless communication
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