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APAN-JP Backbone

Main Path:
APAN-JP (NICT JP-HK,HK-SG)

Backup Path: 
NII JP-SG
ARENA-PAC, Guam-SG Consortium
ARENA-PAC, AARNet
KOREN

APAN-JP Backbone

2023/3/15~7/14:
Although the APAN-JP main path link failed 
for a long time
Availability of APAN-JP Backbone >99.9%
Ø Thank you very much!

PoP of APAN-JP 

PoP of other R&E organizations

Improved the resiliency with the addition of backup links



Interconnection of R&E International Circuits

Submarine Cables:
• 99% of international communication is achieved by 

submarine cables
• more than 400 submarine cables in the world, over 

100 cable breaks are reported each year

Causes of Interruption: 
• Earthquake, Landslides caused by typhoons 
• Fishing gear or ship anchors
Outage Characteristics:
• Fewer outages than land links
• Once interrupted, recovery takes time

Difficult to maintain link availability above 95%
Mutual cooperation between organizations is very 
important

Link Availability Rate



Traffic detour case ①

Interconnection of R&E International Circuits

Fault circuit:
KOREN KR-SG link down in April

Detour route：
KOREN KR-HK link
NICT/SingAREN/JUCC HK-SG link
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Traffic detour case ②

Interconnection of R&E International Circuits

Fault circuit:
Guam-SG Consortium link down in May

Detour route：
NII JP-SG link
NII JP-GU link
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Network Outages
• SG-Guam 100G

• Outage from 29th Jun to 5th Aug 
2022 (36 days) due to undersea 
cable break

• CAE-1 100G
• Outage due to multi-link break  

at Marseille from 18th to 20th

Oct 2022
• No traffic was impacted due to 

backup links in place over the 
SG-HK-JP & SINET Trans-
Siberian links
• Bottom graph is from the 

SINET Netherlight Interface of 
the Trans-Siberian SINET link 

SG-HK-JP

CAE-1 Outage Utilisation Graphs





International R&E networks

https://www.gna-g.net/



Engineering collaboration



AER VLAN Management environment

• VLANs are setup based on 
partners requests.  They 
sometimes goes beyond regional 
domains. 
• Netbox used for
• inventory management of circuits, 

e.g. owner, status, service 
provider, termination point,etc.
• Inventory management of devices
• Autogeneration of topology



Autogeneration of topology 



Beyond connectivity



q Upgrading Infrastructure 
• From ASPIRE 1, AI Platform@NSCC, 

HTC1000  to ASPIRE 2A, and the benefits 
for Singapore R&D 

q Connecting Singapore Research 
with the World
• Our links and connectivity in partnership 

with SingAREN 

q Growing Local HPC Community 
& Int’l Collaboration
• e.g. Edge Supercomputing @ Singapore 

Hospitals and collaborations with overseas 
partners

Singapore Upgrades 
HPC Infrastructure to 

Support Future 
Research Demands



LOCALLY
Ultra High-speed InfiniBand for Data 
Transfers
Leveraging long-haul InfiniBand switches, NSCC is able 
to deliver high-bandwidth and low-latency between different 
geographic locations in Singapore. Our connections are done 
in collaboration with the Singapore Advanced Research and 
Education Network (SingAREN) and SingAREN-Lightwave 
Internet Exchange (SLIX). Researchers using ASPIRE1 at 
locations islandwide experience the same connectivity and 
speed as if they were at NSCC itself! 

Superconnected – Locally and Globally

Key connections:
▪ Agency for Science, Technology and Research (A*STAR) 
▪ National University of Singapore (NUS)
▪ Nanyang Technological University (NTU)
▪ Singapore University of Technology and Design (SUTD)

To connect Singapore to Global Research 
and Top HPC Centres worldwide.

Singapore as 
Strategic HPC and Advanced Networking Hub 

for the region.

GLOBALLY
Linking Singapore and the region 
with the rest of the world



Ongoing CollaborationsRIKEN-CCS
• R-CCS-NSCC-ThaiSC – EU-
ASEAN-Japan / HPC School 
collaborations

• R-CCS-NSCC-RIST – Call to 
Fugaku Projects (2nd run) 

• SCA event co-organiser

ThaiSC
• EU-ASEAN-Japan - Thai HPC School
• ThaiSC-NSCC – ASEAN HPC Taskforce 
members

• ThaiSC-NSCC MOU (2023)

NCI
• NCI-NSCC MOU (Mar 2022)
• NCI-NSCC joint MPI training workshop
• NSCC project with NCI on HPC resources support 

CSC
• Finland-Singapore MOU 
(Mar 21)

• Finland-Singapore QKD 
Workshop (Jun 21)

• CSC-Pawsey MOU (Oct 
21)

• CSC-A*STAR-IQM-VTT 
MOU (Sep 22)

• Green DC / HPC 
resource discussions 

Pawsey
• NSCC-Pawsey MOU (2018)
• New MOU in the works
• SCA event co-organiser

Leveraging International HPC Partnerships

SDSC & PSNC
• Discussions between SDSC-
SingAREN-NSCC on Cloudbank 
collaboration 

• Potential for linkup with GNA-G for 
PSNC, SDSC and NSCC / SingAREN. 



Other support

• Supercomputing Demonstration
• Data Mover Challenge since 2019
• Remote Robot surgery between Japan and Singapore. 



Q&A



Thank You


