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Introduction

For HEP software and computing the time horizon of future challenges is the 
next 15 years

The main contributor to those challenges is HL-LHC, both in terms of volume and 
complexity. The largest needs come from ATLAS and CMS

The LHC computing resources are provided by the WLCG infrastructure. Other 
HEP experiments will share a large part of such an infrastructure. Other sciences 
will use many of the same facilities   
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HL-LHC Computing Roadmap

HEP Software Foundation Community Whitepaper: a bottom-up exercise. Identify the areas of 
work to address the HEP challenges of the 2020s 

The first WLCG strategy toward HL-LHC document: a top-down high-level prioritization of the 
whitepaper, for the LHC needs 

The LHCC review series of HL-LHC computing: a multistep process tracking the progress 
towards HL-LHC
 
• May 2020: review of ATLAS and CMS plans, Data Management (DOMA), offline software, 

the WLCG collaboration and infrastructure. Documents

• November 2021: update from ATLAS and CMS, common software activities (generators, 
simulation, foundation software, analysis, DOMA). Report 
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https://link.springer.com/article/10.1007%2Fs41781-018-0018-8
https://cds.cern.ch/record/2621698/files/LHCC-G-169.pdf
https://wlcg-docs.web.cern.ch/?dir=technical_documents/HL-LHC%20Review%20-%20April2020
https://cds.cern.ch/record/2803119?ln=en


ATLAS and CMS needs for HL-LHC 

The gap between available and needed resources is filling up, assuming the main R&D 
activities are successful

Investing in further (identified) R&D activities would fill this gap further. Need more effort

There are still large uncertainties
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Networking in HL-LHC

Networking will play a central role in HL-LHC as enabler for HEP computing

• Support the core functions of WLCG (data acquisition/archival/processing)
• Provide more flexibility to the computing models, allowing to optimise     

WLCG continues  engaging with Funding Agencies and NRENs to ensure that 
enough capacity is made available and the LHC traffic does not get segregated 
below a critical level. 

Several R&Ds were launched to study how to better leverage the network 
resources in the data and processing infrastructures for HL-LHC

• Regularly discussed at the LHCONE/LHCOPN meetings

The LHCC sees the strategic role of networks and asked for regular updates. 
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Networking R&D roadmap
● HEPiX Network Functions Virtualisation Working Group

○ Working Group Report was published at the end of 2019 with three chapters
■ Cloud Native DC Networking
■ Programmable Wide Area Networks
■ Proposed Areas of Future Work

● LHCOPN/LHCONE workshop (spring 2020)
○ Requirements on networks from the WLCG experiments

● Research Networking Technical Working Group
○ Formed after the workshop in response to the requirements discussion
○ 98 members from ~ 50 organisations have joined
○ Three main areas of work:

■ Network Visibility & Analytics
■ Network Performance - software improvements (pacing, congestion algorithms)
■ Network Orchestration - followed up by NOTED, GNA-G, SENSE and FABRIC
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https://zenodo.org/record/3741402
https://indico.cern.ch/event/828520/
https://simba3.web.cern.ch/simba3/SelfSubscription.aspx?groupName=net-wg
https://docs.google.com/document/d/1rCwTaq1khli3-lF4P_LnKy_t9OY0Ttg4dUADxKyLW1E/edit
https://www.gna-g.net/working-groups/#:~:text=The%20GNA%2DG%20Data%20Intensive,individuals%20and%20smaller%20groups%2C%20while
https://www.es.net/network-r-and-d/sense/
https://fabric-testbed.net/
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LHCOPN Long-term Growth
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LHCONE
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WLCG Data Challenges

The data challenges are an incremental process to prepare for the HL-LHC network needs, 
through a regular dialog between the network providers, the experiments and the 
facilities. 

We identified the main use cases at HL-LHC in terms of network use (RAW data export 
and reprocessing), for the 4 LHC experiments

We estimated the network needs including  contingency and considering different 
scenarios 

We set metrics and intermediate targets to be progressively challenged

The challenges offer the possibility to bring in production many network R&D activities   
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Data Challenge 2021: Data rate table

ATLAS & CMS T0 to T1 per experiment
350PB RAW, taken and distributed during typical LHC uptime of 7M seconds / 3 months (50GB/s aka. 400Gbps)
Another 100Gb/s estimated for prompt reconstruction data (AOD, other derived output)
In total approximately 1Tbps for CMS and ATLAS together

ALICE & LHCb
100 Gbps per experiment estimated from Run-3 rates

Minimal model
∑ (ATLAS,ALICE,CMS,LHCb) *2 (for bursts) *2 (overprovisioning) = 4.8Tbps

Flexible model
Assumes reading of data from above for reprocessing/reconstruction within 3 months
Means doubling the Minimal Model: 9.6Tbps
However data flows from the T1s to T2s and T1s!

No MC production flows nor re-creation of derived data in the 2021 modelling!
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DC21 goal: 10% of HL-LHC

Challenge injection start

960 Gbit achieved

End of injection
Flexible target

Minimum target

Data Challenge 2021 summary document
https://zenodo.org/record/5767913
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https://zenodo.org/record/5767913


DC21: Technologies
The data challenges are not just about throughput but also functionality 

In 2021 they provided an opportunity to 
commission new features that are now 
in use during Run-3. 

• For example the HTTP protocol 
(replacing gridFTP) for asynchronous 
transfers 

Traffic mostly through HTTP (RED)
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Data Challenge 2024
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● Final DC24 dates: February 12-23 (approved by WLCG MB)
○ Original DC24 proposal for MB (25% target)

○ Planning documents with DC24 
proposals

● Organization and communication
○ WLCG DOMA General meetings

○ DC24 Workshop @ CERN
■ November 9-10 (Thu, Fri), 2023

● register before November 3rd
■ after (pre-)GDB focused on tapes
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https://edms.cern.ch/ui/file/2872429/0.3/2024-LHC-V0.3.pdf
https://indico.cern.ch/event/1225422/
https://indico.cern.ch/event/1225415/contributions/5155042/attachments/2593516/4476291/Data%20Challenge%202024.pdf
https://cernbox.cern.ch/s/aClTXJenZxpF5qw
https://indico.cern.ch/category/10360/
https://indico.cern.ch/event/1307338/


DC24 ATLAS Rates
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DC24: Networking R&D
NOTED 

Monitor link saturation and predict the behaviour of the applications
When NOTED detects that the link is going to be congested provides a dynamic circuit using AutoGOLE/SENSE
Ongoing work in decision making, improving the forecasts, monitoring integration, FTS integration

AutoGOLE/SENSE 
End-to-end service to dynamically procure VPNs between routers to enforce a given path
Implement network QoS to prioritise transfers at the router level
More details later today in Session 3: Orchestration Among Multiple Domains (J. Mambretti)

ALTO/TCN
Application-Layer Traffic Optimization provides means to to obtain network information
Exploit this network information in higher-level long-term schedules (FTS / Rucio)
More details later today in Session 3: Orchestration Among Multiple Domains (R. Yang)

Packet marking/SCITAGS (network visibility)
         Identify traffic at the network layer (experiment and activity)
         More details tomorrow in Session 4: High-Fidelity Data Flow Monitoring, etc.

Network throughput studies 
         Packet pacing (BBRv3, TC)
         Jumbo frames 
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NOTED: CERN-PIC
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NOTED is a Software 
Defined Network R&D 
project to share network 
traffic between different 
paths

Enabled during the data 
challenge between CERN 
and PIC  

When the 6 Gbps LHCOPN link 
saturated, NOTED added the 
LHCONE link to complement it. 

10Gbps target reached 
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Network Throughput: BBRv3

21From packet pacing meeting last week - https://indico.cern.ch/event/1329666/



DC24: Technologies and Collaboration

Token based authentication for data transfers

● Decide about porting features of GsiFTP to Http/WebDAV (e.g. multi-stream) if necessary
● Coordinate timeline with WLCG AuthZ working group

Tape REST API

● Roll out plan for all T1s

WLCG data transfer monitoring

● Focus Xrootd monitoring deployment initially at CERN and FNAL 

Collaboration beyond LHC experiments

● Foster exchange with "close" projects, Belle-2, DUNE, SKA
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Collaboration with other HEP experiments
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WLCG presented a joint paper with DUNE and Belle-2 to the Snowmass 2021 process

The paper presents the strategic directions to address the computing 
challenges of the experiments in the next decade. It complements the WLCG 
contribution to the European Strategy for Particle Physics in 2019 

• Consolidation of the WLCG scientific computing 
infrastructure  

• Evolution of such an infrastructure to integrate 
modern technologies and facilities 

• Broadening the scope of the WLCG collaboration to 
create partnership with other HEP experiments

Today DUNE,Belle-2 and JUNO are WLCG “observers” and share many 
services with WLCG (including some LHCOPN/LHCONE networks) 

http://arxiv.org/abs/2203.07237
https://zenodo.org/record/5896979#.Y0w5ri8Rodg


Collaboration with other sciences
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The ESCAPE project implemented a prototyped 
a data infrastructure prototype across Europe
• based on many of the WLCG building blocks and 

on top of many WLCG facilities

Examples of prototyped applications: 
• SKA: data delivery from Perth and Cape Town to 

Europe and access through the data lake services  

Experiments such as SKA will in future need a similar 
bandwidth as HL-LHC, sharing many of the network 
paths 

It is now the opportunity to discuss how LHC, other 
HEP experiments and other sciences will cohabit 
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Questions ?
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Backup slides
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LHC Schedule
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DC24 Rates
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Non-LHC Participation in DC24 

Interest in the wider HEP community to join DC24
Belle II, DUNE, JUNO
Perhaps SKA (radio astronomy)

 Involved sites are often supporting also LHC experiments

Overall traffic from non-LHC expected to be small compared to LHC
Parts of the traffic going through LHCONE networks
Direction often in the opposite direction, e.g.

- LHC RAW data: From Europe to US and Asia
- DUNE: From US to Europe (and Asia)
- Belle II & Juno: From Asia to Europe and US

Monitoring
Good common(!) monitoring of LHC traffic already challenging
Common dashboard with non-LHC experiments would be great, but quite some effort
However (low level) monitoring of network providers should show these activities
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Data rate complexity

Data rate experience from DC21
Higher complexity of data flows than assumed has become evident

Include feedback from the experiments and the network community
Mixing of ingress/egress values was very confusing

More complex setup has three major data flows
RAW export, prompt reconstruction/derivation export … Tier-0 to Tier-1 Unidirectional
Reconstruction, Reprocessing, Simulation, Derivations, … Tier-1+2 to Tier-1+2 Bi-directional
Data consolidation, recovery operations, … Tier-1+2 to Tier-1+2 Bi-directional

Assume the following steps
2021 →   10%
2024 →   25%
2026 →   50%
2028 → 100%
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